1. Introduction. We consider the classical quadratic knapsack problem consisting of the decision to include or not each of a list of $n$ items in a bag able to carry a certain maximum weight. The “multidimensional” version of this problem takes the form of the following optimization problem

\begin{align}
(KP) & \quad \text{maximize} & & x^T R x \\
& \quad \text{subject to} & & w_j^T x \leq d_j \quad \forall j \in \{1, 2, \ldots, M\}, \\
& & & x_i \in \{0, 1\} \quad \forall i \in \{1, 2, \ldots, n\},
\end{align}

where $x$ is a vector of binary values indicating whether each item is included in the knapsack, and $R \in \mathbb{R}^{n \times n}$ is a matrix whose $(i,j)$th term describes the linear contribution to reward of holding both items $i$ and $j$. This allows us to model complementarity, when $R_{i,j} > 0$ or substitution, when $R_{i,j} < 0$, between items. Finally, for each $j$, $w_j \in \mathbb{R}^n$ is a vector of attributes (typically weights) whose total amount must satisfy some capacity constraint $d_j$. Constraints (1.1b) are typically called knapsack constraints and might serve to model the maximum weight or volume the bag is capable of carrying, or the fact that the total value of items that are carried must satisfy some given budget. There is a wide range of real life applications of the knapsack problem especially in the following topics: transportation, finance, e.g. the purchase of commodities or stocks with a limited budget, schedule planning [19]. The knapsack problem is also used as a subproblem in several combinatorial optimization problems,
e.g., cutting problems, column generation, separation of cover inequalities, knapsack cryptosystems, and combinatorial auctions [18].

In practice, it is often the case that at the time of making the knapsack decision either the reward parameters or the weights parameter (or both) are not exactly known. In that case, one has the option to represent knowledge of these parameters through describing a measurable space of outcomes \((\Omega, \mathcal{F})\) and a probability measure \(F\) on this space. The knapsack problem thus becomes a stochastic problem where \(\tilde{R}\) and each \(\tilde{w}_j\) must be considered as a random matrix and a random vector, respectively. Specifically, \(\tilde{R} : \Omega \to \mathcal{R}\) and \(\tilde{w}_j : \Omega \to \mathcal{R}\), with \(\mathcal{R}\) and \(\mathcal{R}\), compact convex subsets of \(\mathbb{R}^n\) and \(\mathbb{R}^n\), respectively. In this context, it is natural to formulate the following stochastic program:

\[
\begin{align*}
\text{(SKP) maximize } & \quad \mathbb{E}_F[u(x^T \tilde{R} x)] \\
\text{subject to } & \quad \mathbb{P}_F(\tilde{w}_j^T x \leq d_j \forall j \in \{1, \ldots, M\}) \geq 1 - \eta, \\
& \quad x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}
\end{align*}
\]

for some concave utility function \(u(\cdot)\) that captures risk aversion with respect to the total achieved reward. In this formulation, the knapsack constraints are required to be jointly met with probability larger than \(1 - \eta\) for some small \(\eta\).

Under many circumstances, the assumption of full knowledge of the distribution \(F\) fails. For this reason, it can be necessary to consider that the only knowledge we have of a distribution is that it is part of some uncertainty set \(\mathcal{D}\). Following a robust approach, in this context we might be interested in choosing items for our knapsack so that the value of the knapsack, as measured by the stochastic program, has the best worst-case guarantees under the choice of a distribution in this uncertainty set. Hence, our interest lies in solving:

\[
\begin{align*}
\text{(DRSKP) maximize } & \quad \inf_{F \in \mathcal{D}} \mathbb{E}_F[u(x^T \tilde{R} x)] \\
\text{subject to } & \quad \inf_{F \in \mathcal{D}} \mathbb{P}_F(\tilde{w}_j^T x \leq d_j \forall j \in \{1, 2, \ldots, M\}) \geq 1 - \eta, \\
& \quad x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}.
\end{align*}
\]

In this paper, we consider a distributionally robust stochastic knapsack problem, where we assume that only part of the information on random data is known. For the knapsack problem with a single knapsack constraint, when information is limited to mean, covariance, and support of the uncertain data, we show that the (DRSKP) problem reduces to a semidefinite program (SDP) after applying the SDP based relaxation scheme to the binary constraints. To the best of our knowledge, this is the first time that an SDP representation is derived for distributionally robust chance constraints where both first and second moments and support are known. Unfortunately, this reformulation does not extend to multidimensional knapsack problems where \(M > 1\). Therefore, for the more general form, after relaxing the binary constraints with some common linear matrix inequality, we study the case here information is limited to the distribution’s first and second moments and some form of independence and propose efficient approximations that provide both a lower bound and an

\[\text{Note that } d \text{ is assumed certain without loss of generality since one can always capture such uncertainty by including an additional decision } x_0 \text{ that absolutely needs to be included in the knapsack and a set of random weights } (\tilde{w}_j)_0.\]
upper bound for the model. As a side product, a conservative solution to the relaxed problem is obtained. An extensive computational study is provided to illustrate the tightness of these bounds and the value of the proposed distributionally robust approach.

The rest of the paper is organized as follows. In section 2, we review recent work on the topic of stochastic and robust knapsack problems. In section 3, we describe in more details the distributionally robust stochastic knapsack problem (DRSKP) with single knapsack constraint and introduce its SDP relaxation. Later, in section 4, we propose two approximation methods for the DRSKP with multiple knapsack constraints, also referred to as a multidimensional knapsack problem. Finally, in section 5, we report our numerical experiments and section 6 summarizes our results.

Remark 1.1. Note that one can show that solving (DRSKP) is equivalent to solving

$$\max_{x \in \{0,1\}^n} \inf_{F \in \mathcal{D}} \text{SKP}(x, F),$$

where \(\text{SKP}(x, F)\) refers to the objective function of this problem that is augmented with feasibility verification, i.e.,

$$\text{SKP}(x, F) = \begin{cases} E_F[u(x^T \tilde{R} x)] & \text{if } \mathbb{P}_F(\tilde{w}_j^T x \leq d_j \: \forall \: j \in \{1, 2, \ldots, M\}) \geq 1 - \eta, \\ -\infty & \text{otherwise}. \end{cases}$$

This is simply due to the fact that in order for \(\inf_{F \in \mathcal{D}} \text{SKP}(x, F)\) to be finite valued, \(x\) must satisfy constraint (1.3b).

2. Prior work. The binary quadratic knapsack problem (QKP) was first introduced by Gallo et al. [12]. Since then, there has been an extensive literature on QKP and its various aspects [3, 4, 6, 24]. Gallo, Hammer, and Simeone [12] invented QKP and gave a family of upper bounds based on upper planes. Martello and Toth [24] gave a pseudo-polynomial-time algorithm. Johnson, Mehrotra, and Nemhauser [16] considered a graph version of the QKP and solved it by a branch-and-cut system. Billionnet and Calmels [3] used a classical linearization technique of the objective function to obtain an integer linear program formulation. Due to different uncertainty factors, the parameters are not known in advance. Then, it is natural to model the problem as a stochastic problem. For more information about the stochastic knapsack problem, we refer the reader to [11, 19, 20, 23, 33] and references therein. The knapsack problem has also been studied under the lens of robust optimization. In [17], it was established that the problem is strongly NP-hard even when the uncertainty is limited to the objective function and the uncertainty set is composed of a finite number of scenarios. More recently, in [21] the authors considered a min-max knapsack problem that was specifically designed to solve the chance-constrained problem and proposed a solution method whose complexity again grew exponentially in the size of the scenario set. In an attempt to circumvent the computational challenge, Bertsimas and Sim [1] identified an uncertainty set, referred to as being “budgeted,” that allowed a mixed integer linear programming reformulation for robust combinatorial problems like the knapsack, thus amenable to be solved by powerful available algorithms such as in CPLEX [15]. In [25], the authors provided tight bounds on the price of robustness of knapsack problems, i.e. relative cost increase for using a solution that was feasible for all weight perturbations. To the best of our knowledge, there is no prior work studying the application of distributionally robust optimization to the stochastic quadratic knapsack (or multidimensional knapsack) problem.
The concept of distributionally robust optimization was initially introduced in 1958 by Scarf [27] who named the method minimax stochastic programming. While the original application was a single item newsvendor problem, the range of applications of this method was rather limited due to numerical difficulties encountered when solving large instances. Recently, mainly due to the development of efficient interior point algorithms for solving SDPs and perhaps also because of the new “distributionally robust” branding, the method has become very popular. In [9], the authors showed that a large range of distributionally robust optimization models, where the distribution’s mean and covariance matrix were constrained, can be solved in polynomial time, and were often equivalent to an SDP reformulation. In [5], the framework was applied to address chance constraints which were typically considered as an intractable construct when the distribution was assumed to be known. Both Chen et al. [7] and Zymler, Kuhn, and Rustem [34], extended this work to provide approximations when chance constraints were joint (i.e. constraints must be satisfied jointly with high probability). Recently, the work in [32] has shed even more light on the range of functions and uncertainty sets that can be addressed using SDP.

Unfortunately, to this day, the application of distributionally robust optimization to integer programs has been rather scarce. In [2], the authors sought bounds for the worst-case objective function value of stochastic integer programs when only moments were known about the distribution. In [22], the authors considered a scheduling problem where the integer decision variables were the number of employees assigned to different schedules. They considered uncertainty in scenario probabilities and used polyhedral uncertainty sets to preserve the mixed integer linear programming structure of the nominal problem. Most closely related to our work is the work by Wagner in [30] who studied a stochastic 0-1 linear program with chance constraints where distribution information was limited to moments up to order $k$. He presented how to address this problem using a hierarchy of SDPs with integer constraints. Comparatively, we address a stochastic 0-1 quadratic program and consider the joint chance constraint in the case of a multidimensional knapsack.

3. Distributionally robust knapsack problem. There are two difficulties that need to be addressed when searching for the optimal solution of the DRSKP problem. First, the worst-case analysis that is needed to evaluate the objective and verify the chance constraint involves optimization over an infinite dimensional decision space. Second, the problem is intrinsically a combinatorial one. In this section, we provide an approximation for the distributionally robust knapsack problem with a single knapsack constraint, i.e., $M = 1$. This approximation will be based on an exact reformulation of problem (1.3) as a finite dimensional SDP problem with binary variables. We will then relax the binary constraints using linear matrix inequalities.

3.1. Finite dimensional reformulation. We start our study by making a small set of assumptions. These will be needed to ensure that the approximation model we obtain can be solved efficiently.

**Definition 3.1.** Let $\xi$ be a random vector in $\mathbb{R}^m$ on which $\tilde{R}$ and $\tilde{w}_1$ (referred to henceforth as $\tilde{w}$) depend linearly:

$$
\tilde{R} = \sum_{i=1}^{m} A_i^R \xi_i,
\tilde{w} = A^w \xi.
$$
Assumption 3.2. The utility function \( u(\cdot) \) is piecewise linear, increasing, and concave. In other words, it can be represented in the form
\[
u(y) = \min_{k \in \{1, 2, \ldots, K\}} a_k y + b_k,
\]
where \( a \in \mathbb{R}^K \) and \( a \geq 0 \).

Assumption 3.3. The distributional uncertainty set accounts for information about the convex support \( \mathcal{S} \), mean \( \mu \) in the strict interior of \( \mathcal{S} \), and an upper bound \( \Sigma > 0 \) on the covariance matrix of the random vector \( \xi \):
\[
\mathcal{D}(\mathcal{S}, \mu, \Sigma) = \left\{ \begin{array}{l}
\mathbb{P}(\xi \in \mathcal{S}) = 1 \\
\mathbb{E}_F[\xi] = \mu \\
\mathbb{E}_F[(\xi - \mu)(\xi - \mu)^T] \preceq \Sigma
\end{array} \right\}.
\]

Definition 3.1 is made without loss of generality since we can always consider \( \xi \) to contain all the terms of \( \tilde{R} \) and \( \tilde{w} \). On the other hand, regarding Assumption 3.2, although piecewise-linear utility functions are not the common functions to use when applying expected utility theory, they provide enough flexibility to approximate to a high level of accuracy any function that one might be interested in using. Finally, Assumption 3.3 implies that one only knows the support of \( \tilde{R} \) and \( \tilde{w} \) (or a set containing this support), the mean of these random terms, and some information about variance and covariance. We refer the reader to [9] for a full discussion about this choice of distributional uncertainty, in particular for the use of a linear matrix inequality to capture information about the covariance matrix.

Theorem 3.4. Under Assumptions 3.2 and 3.3, and given that \( \mathcal{S} \) is compact and \( M = 1 \), then the following deterministic problem
\[
(3.1a) \quad \max_{x, t, q, \bar{q}, Q, \bar{Q}, s} \quad t - \mu^T q - (\Sigma + \mu \mu^T) \bullet Q
\]
\[
(3.1b) \quad \text{subject to} \quad t \leq \sum_{j=1}^{m} a_k \xi_j x^T A_j^R x + b_k + \xi^T q + \xi^T Q \xi \quad \forall \xi \in \mathcal{S} \forall k = \{1, \ldots, K\},
\]
\[
(3.1c) \quad \bar{t} + 2 \mu^T q + (\Sigma + \mu \mu^T) \bullet \bar{Q} \leq \eta s,
\]
\[
(3.1d) \quad \bar{t} + 2 \xi^T q + \xi^T \bar{Q} \xi \geq 0 \quad \forall \xi \in \mathcal{S},
\]
\[
(3.1e) \quad \bar{t} + 2 \xi^T q + \xi^T Q \xi - s + 2 d - 2 \xi^T A \tilde{w}^T x \geq 0 \quad \forall \xi \in \mathcal{S},
\]
\[
(3.1f) \quad \bar{Q} \succeq 0, \quad \bar{Q} \succeq 0, \quad s \succeq 0,
\]
\[
(3.1g) \quad x_i \in \{0, 1\} \quad \forall i \in \{1, 2, \ldots, n\},
\]
where \( t, \bar{t} \in \mathbb{R}, q, \bar{q} \in \mathbb{R}^m, Q, \bar{Q} \in \mathbb{R}^{m \times m}, s \in \mathbb{R}, \) and \( \bullet \) is the Frobenius inner product defined by \( A \bullet B = \sum_{i,j} A_{ij} B_{ij} \), where \( A \) and \( B \) are two conformal matrices, identifies a solution \( \tilde{x}^* \) that is guaranteed to be feasible for problem (1.3) and to perform at least as well in terms of the objective function as an optimal solution of problem (1.3) with \( d_1 \) replaced by \( d_1 - \epsilon \) for any \( \epsilon > 0 \).

Remark 3.5. In practice, one might actually consider that the solution of problem (3.1) is the solution that one is looking for given that \( d_1 \) is a continuous parameter
and could have easily been slightly overestimated (and similarly \( \mathbb{E}[\tilde{w}] \) might have been underestimated).

**Proof.** The proof relies here on applying the theory presented in [9] to convert the distributionally robust objective into its deterministic equivalent. This gives rise to the reformulated objective function in terms of auxiliary variables \( t, q, \) and \( Q, \) and constraint (3.1b). In a second step, one can adapt the ideas used to prove Theorem 1 of [10] to an uncertainty set that account for the first and second moments and the support constraints presented in Assumption 3.3. The key idea here will be to replace constraint (1.3b) with

\[
\inf_{F \in (\mathbb{S}, \mu, \Sigma)} \mathbb{P}_F (\xi^T A \tilde{w}^T x < d) \geq 1 - \eta,
\]

which is both stricter than the original one and more relaxed than

\[
\inf_{F \in (\mathbb{S}, \mu, \Sigma)} \mathbb{P}_F (\xi^T A \tilde{w}^T x \leq d - \epsilon) \geq 1 - \eta
\]

for any \( \epsilon > 0. \) This new constraint is equivalent to verifying that the optimal value of the following infinite dimensional problem is not greater than \( \eta: \)

\[
\sup_{F \in (\mathbb{S}, \mu, \Sigma)} \mathbb{E}_F [\mathbb{I}\{\xi^T A \tilde{w}^T x \geq d\}],
\]

where \( \mathbb{I}\{\cdot\} \) is the indicator function that gives one if the statement is verified and zero otherwise. By duality theory (see [9]), this problem is equivalent to

\[
\begin{align*}
\text{minimize} & \quad \bar{t} + 2 \mu^T \bar{q} + (\Sigma + \mu \mu^T) \bullet \bar{Q} \\
\text{subject to} & \quad \mathbb{I}\{\xi^T A \tilde{w}^T x \geq d\} + \bar{t} + 2 \xi^T \bar{q} + \tilde{\xi}^T \tilde{Q} \tilde{\xi} \geq 0 \quad \forall \bar{\xi} \in \mathcal{S}, \\
& \quad \bar{Q} \succeq 0,
\end{align*}
\]

where \( \bar{t} \in \mathbb{R}, \bar{q} \in \mathbb{R}^m, \) and \( \bar{Q} \in \mathbb{R}^{m \times m}. \) One can show that duality is strict since the conditions laid out in Assumption 3.3 ensure that the Dirac measure \( \delta_\mu \) lies in the relative interior of the distributional set, hence the weaker version of Proposition 3.4 in [28] applies.

When \( M = 1, \) we get that constraint (1.3b) can be reformulated as

\[
\begin{align*}
(3.2a) & \quad \bar{t} + 2 \mu^T \bar{q} + (\Sigma + \mu \mu^T) \bullet \bar{Q} \leq \eta, \\
(3.2b) & \quad \bar{t} + 2 \tilde{\xi}^T \bar{q} + \tilde{\xi}^T \tilde{Q} \tilde{\xi} \geq 0 \quad \forall \tilde{\xi} \in \mathcal{S}, \\
(3.2c) & \quad -1 + \bar{t} + 2 \tilde{\xi}^T \bar{q} + \tilde{\xi}^T \tilde{Q} \tilde{\xi} \geq 0 \quad \forall \tilde{\xi} \in \mathcal{S} \cap \{\tilde{\xi} \in \mathbb{R}^m | \xi^T A \tilde{w}^T x \geq d\}.
\end{align*}
\]

Studying more closely the third constraint, one realizes that it can be expressed as

\[
\min_{\xi \in \mathcal{S}} \sup_{\lambda \geq 0} -1 + \bar{t} + 2 \tilde{\xi}^T \bar{q} + \tilde{\xi}^T \tilde{Q} \tilde{\xi} + 2 \lambda (d - \tilde{\xi}^T A \tilde{w}^T x) \geq 0,
\]

which by Sion’s minimax theorem, since \( \mathcal{S} \) is compact and \( \bar{Q} \) is positive semidefinite, is equivalent to

\[
\sup_{\lambda \geq 0} \min_{\xi \in \mathcal{S}} -1 + \bar{t} + 2 \tilde{\xi}^T \bar{q} + \tilde{\xi}^T \tilde{Q} \tilde{\xi} + 2 \lambda (d - \tilde{\xi}^T A \tilde{w}^T x) \geq 0.
\]
Again since \( \mathcal{S} \) is compact, this constraint can be replaced by

\[
\sup_{\lambda > 0} \min_{\xi \in \mathcal{S}} -1 + \bar{t} + 2\xi^T \bar{q} + \xi^T Q\xi + 2\lambda (d - \bar{\xi}^T \bar{A}^T \bar{x}) \geq 0,
\]

which can be reformulated as

\[
\sup_{\lambda > 0} \min_{\xi \in \mathcal{S}} -1/\lambda + (1/\lambda)\bar{t} + 2(1/\lambda)\xi^T \bar{q} + (1/\lambda)\xi^T Q\xi + 2(d - \bar{\xi}^T \bar{A}^T \bar{x}) \geq 0.
\]

The three constraints can therefore be restated as

\[
(1/\lambda)\bar{t} + 2\mu^T \bar{q} + (\Sigma + \mu^T) \cdot (1/\lambda)\bar{Q} \leq \eta \cdot (1/\lambda),
\]

\[
(1/\lambda)\bar{t} + 2(1/\lambda)\xi^T \bar{q} + (1/\lambda)\xi^T Q\xi \geq 0 \forall \xi \in \mathcal{S},
\]

\[
-(1/\lambda) + (1/\lambda)\bar{t} + 2\xi^T \bar{q} + (1/\lambda)\xi^T Q\xi + 2(d - \xi^T \bar{A}^T \bar{x}) \geq 0 \forall \xi \in \mathcal{S}.
\]

A simple replacement of variables \( s := (1/\lambda), \bar{t}' := (1/\lambda)\bar{t}, \bar{q}' := (1/\lambda)\bar{q}, \) and \( \bar{Q}' := (1/\lambda)\bar{Q} \) leads to constraints (3.1c), (3.1d), (3.1e).

It is important to realize that while many ideas behind this result are drawn from the existing literature on distributionally robust optimization, to the best of our knowledge the proposed reformulation for a distributionally robust chance constraint that accounts for both first and second moment and support information appears for the first time and should be of interest in other fields of application. The key in obtaining this result is in exploiting the structure of \( \mathbb{E}_F[(\xi - \mu)(\xi - \mu)^T] \leq \Sigma \), as was done in [9], which ensures that \( Q \) and \( \bar{Q} \) are positive-semidefinite matrices. This property enables the use of conic duality to reformulate constraint (3.2c) instead of using an approximate version of the S-lemma.

While problem (3.1) still takes the form of an infinite dimensional problem, if the support set \( \mathcal{S} \) is representable by a set of linear matrix inequalities, then one can easily obtain the robust counterparts of constraints (3.1b), (3.1d), and (3.1e). Next, we present three natural examples.

**Corollary 3.6.** Given that the support of \( F \) is ellipsoidal, \( \bar{\mathcal{S}} = \{\xi | (\xi - \xi_0)^T \Theta (\xi - \xi_0) \leq 1\} \), problem (1.4) further reduces to the following problem

\[
(3.3a) \ \maximize_{x, t, q, v, s, f, q, Q, \bar{q}} \quad t - \mu^T q - (\Sigma + \mu^T) \cdot Q
\]

\[
(3.3b) \ \text{subject to} \quad \begin{bmatrix} Q & \frac{a_{i+1}}{2} \\ \frac{a_i + a_{i+1}}{2} & b_k - t \end{bmatrix} \succeq -s_k \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta_0 - 1 \end{bmatrix}, \quad \forall k,
\]

\[
(3.3c) \quad v_j = A_{j}^{R} \cdot (x^{k}x^T) \forall j \in \{1, 2, \ldots, m\},
\]

\[
(3.3d) \quad \bar{t} + 2\mu^T \bar{q} + (\Sigma + \mu^T) \cdot \bar{Q} \leq \eta \bar{s}_1,
\]

\[
(3.3e) \quad \begin{bmatrix} Q & \bar{q} \\ \bar{q}^T & \bar{t} \end{bmatrix} \succeq -\bar{s}_2 \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta_0 - 1 \end{bmatrix},
\]

\[
(3.3f) \quad \begin{bmatrix} Q & \bar{q} - \bar{A}^T \bar{x} \\ \bar{q} - \bar{A}^T \bar{x}^T & \bar{t} + 2d - \bar{s}_1 \end{bmatrix} \succeq -\bar{s}_3 \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta_0 - 1 \end{bmatrix},
\]

\[
(3.3g) \quad Q \succeq 0, \quad \bar{Q} \succeq 0, \quad s \succeq 0, \quad \bar{s} \succeq 0,
\]

\[
(3.3h) \quad x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}.
\]
Alternatively, if the support of $F$ is polyhedral, i.e., $\xi = \{C\xi \leq c\}$ with $C \in \mathbb{R}^{p\times m}$ and $c \in \mathbb{R}^p$, then problem (1.4) reduces to

\[
\begin{align*}
\text{maximize} & \quad t - \mu^T q - (\Sigma + \mu^T) \bullet Q \\
\text{subject to} & \quad \begin{bmatrix}
Q + \frac{a_k + v C^T\lambda_k}{2} & b_k - t - c^T \lambda_k \\
\frac{a^T + a v^T + \lambda_k^T C}{2} & c_k
\end{bmatrix} \succeq 0 \forall k, \\
v_j = A_j^R \bullet (x x^T) \forall j \in \{1, 2, \ldots, m\}, \\
\bar{t} + 2\mu^T \bar{q} + (\Sigma + \mu^T) \bullet Q \leq \eta s, \\
\bar{q}^T + \frac{1}{2}\lambda_{K+1}^T C & \bar{q} + \frac{1}{2}C^T \lambda_{K+1} \\
(\bar{q} - A_{\bar{w}}^T x + \frac{1}{2}C^T \lambda_{K+2})^T & (\bar{q} - A_{\bar{w}}^T x + \frac{1}{2}C^T \lambda_{K+2}) \succeq 0, \\
Q \succeq 0, \quad Q \succeq 0, \quad s \geq 0, \quad \lambda_k \geq 0 \forall k \in \{1, 2, \ldots, K + 2\}, \\
x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\},
\end{align*}
\]

where $\lambda_k \in \mathbb{R}^p$ for all $k$ are the dual variables associated with the linear inequalities $C\xi \leq c$ for each infinite set of constraints. Finally, if the support of $F$ is unbounded (i.e., $\xi = \mathbb{R}^m$), then problem (1.4) reduces to

\[
\begin{align*}
(3.4a) \quad & \text{maximize} \quad t - \mu^T q - (\Sigma + \mu^T) \bullet Q \\
(3.4b) \quad & \text{subject to} \quad \begin{bmatrix}
Q & a_k + v C^T\lambda_k \\
\frac{a^T + a v^T + \lambda_k^T C}{2} & c_k
\end{bmatrix} \succeq 0 \forall k = \{1, 2, \ldots, K\}, \\
v_j = A_j^R \bullet (x x^T) \forall j \in \{1, 2, \ldots, m\}, \\
Q \succeq 0, \quad \lambda_k \geq 0 \forall k = \{1, 2, \ldots, K\}, \\
\frac{0_{m,m}}{z^T \Sigma^{1/2} z} \Sigma^{1/2} z \frac{1}{\frac{1}{1-\eta} (\mu^T z - d)I}, \\
z = A_{\bar{w}}^T x, \\
x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}.
\end{align*}
\]

**Proof.** In the case of the spherical support, the proof simply relies on applying the S-Lemma (see [26] for details) on each infinite set of constraints (3.1b), (3.1d), and (3.1e). Otherwise, with the polyhedral set, since $Q$ and $\bar{Q}$ are positive semidefinite, one can easily apply duality theory to construct the so-called robust counterpart of each constraint that is indexed by $\xi \in \xi$. Finally, although the support set is not compact when $\xi = \mathbb{R}^m$, duality theory can still be applied and the reductions needed for the worst-case expected cost and worst-case chance constraint have been presented in [9] and [10].

**Example 3.7.** For clarity, we present an example in which problem (3.1) returns a conservative solution for problem (1.3) that we argue might actually be the solution that a practitioner should implement. Consider a knapsack problem with a single item
with weight in the range \([0, 2]\) with an expected value estimated to be 1 and standard deviation of 1. The question is whether to put the item in the knapsack or not given that we wish to have at least 90% confidence that the total weight will be less than or equal to 2, i.e. the maximum weight the knapsack can hold. It is clear here that the optimal solution of problem (1.3) is to wrap the item in the knapsack thus giving full confidence that the total weight will be less than or equal to 2. Yet, since problem (3.1) is derived after changing the maximum total weight constraint to a strict inequality in the chance constraint, it will consider that the optimal solution is to leave the item out of the knapsack since in the worst case there is a 50% chance that the weight is exactly 2. This approximate solution is feasible in terms of problem (1.3) and performs at least as well as the optimal solution of all versions of the problem where the maximum total weight that is considered is strictly smaller than two. Since the worst-case distribution for the solution that wraps the item up has 50% probability that the knapsack will carry exactly its estimated maximum load, in practice the solution of leaving the item aside is potentially the better one considering that it is better protected against estimation error.

3.2. Semidefinite programming approximation. In order to obtain an approximation model with known polynomial convergence rate, we apply an SDP based relaxation scheme to the binary constraints. This scheme makes use of a lifting through the decision matrix \(X\):

\[
X = xx^T.
\]

As what is commonly done for combinatorial problems, we start by imposing the redundant constraints

\[
X_{i,j} \geq 0 \quad \forall \ i,j \quad \& \quad X_{i,i} = x_i \quad \forall \ i,
\]

since \(x_i x_j \geq 0\) and \(x_i^2 = x_i\) when \(x_i\) is either zero or one.

We then relax the nonconvex constraint \(X = xx^T\) to \(X \succeq xx^T\) which can take the form of a linear matrix inequality:

\[
\begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0.
\]

When the support set is ellipsoidal, we have the following SDP problem:

\[
(3.5a) \quad \text{maximize} \quad t - \mu^T q - (\Sigma + \mu \mu^T) \bullet Q
\]

\[
(3.5b) \quad \text{subject to} \quad \begin{bmatrix} Q & \frac{q + q^T v}{2} \\ \frac{q + q^T v}{2} & b_k - t \end{bmatrix} \succeq -s_k \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta \xi_0 - 1 \end{bmatrix} \forall k,
\]

\[
(3.5c) \quad v_j = A_j^R \bullet X \forall j \in \{1, 2, \ldots, m\},
\]

\[
(3.5d) \quad t^2 + 2\mu^T q + (\Sigma + \mu \mu^T) \bullet Q \leq \bar{s}_1,
\]

\[
(3.5e) \quad \begin{bmatrix} Q & \bar{q} \\ \bar{q}^T & \bar{t} \end{bmatrix} \succeq -\bar{s}_2 \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta \xi_0 - 1 \end{bmatrix},
\]

\[
(3.5f) \quad \begin{bmatrix} Q & q - A^w x \\ (q - A^w x)^T & \bar{t} + 2d - \bar{s}_1 \end{bmatrix} \succeq -\bar{s}_3 \begin{bmatrix} \Theta & -\Theta \xi_0 \\ -\xi_0^T \Theta & \xi_0^T \Theta \xi_0 - 1 \end{bmatrix},
\]
where we removed constraint $0 \leq x \leq 1$ given that it is already imposed through constraints (3.5h) and (3.5i).

4. Multidimensional knapsack problem. Here we consider a distributionally robust approach to stochastic multidimensional knapsack problems. To make this section self-contained, we recall that the DRSKP is formulated as

\[
\begin{align*}
&\text{maximize} & \inf_{F \in \mathcal{D}} E_F[u(x^T \tilde{R} x)] \\
&\text{subject to} & \inf_{F \in \mathcal{D}} P_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \geq 1 - \eta, \\
& & x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}
\end{align*}
\]

for some piecewise linear concave increasing utility function $u(\cdot)$, where $F$ now describes the joint distribution of all types of “weights” of all items, $\{\tilde{w}_j\}_{j=1}^M \sim F$, and $\mathcal{D}$ now describes a set of such joint distributions.

**Definition 4.1.** Without loss of generality, for all $j = 1, \ldots, M$, let $\xi_j$ be a random vector in $\mathbb{R}^m$ on which the $\tilde{w}_j$ depend linearly and let $\tilde{R}$ depend linearly on $\{\xi_j\}_{j=1}^M$:

\[
\tilde{R} = \sum_{j=1}^M \sum_{i=1}^m A_{ji}(\xi_j), \quad \tilde{w}_j = A_{ji}^{\tilde{w}_j} \xi_j, j = 1, \ldots, M.
\]

**Assumption 4.2.** The distributional uncertainty set accounts for information about the mean $\mu_j$, and an upper bound $\Sigma_j$ on the covariance matrix of the random vector $\xi_j$, for each $j = 1, \ldots, M$:

\[
\mathcal{D}(\mu_j, \Sigma_j) = \left\{ F_j \mid E_{F_j}[\xi_j] = \mu_j \right\}.
\]

Furthermore, the random vectors $\xi_i$ and $\xi_j$ are independent when $i \neq j$. Note that the support of $F_j$ is unbounded, i.e. $\mathcal{S} = \mathbb{R}^m$.

**Theorem 4.3.** Under Assumptions 3.2 and 4.2, the following problem is a conservative approximation of problem (4.1):

\[
\begin{align*}
&\text{maximize} & t - \mu^T q - (\Sigma + \mu_\mu^T) \cdot Q \\
&\text{subject to} & \begin{bmatrix} Q \\ \frac{a + q_k^T}{2} \\ \frac{b_k - t}{2} \end{bmatrix} \succeq 0 \forall k = \{1, 2, \ldots, K\}.
\end{align*}
\]

\[\text{The concept of conservative approximation denotes the fact that the solution to the approximate model is guaranteed to achieve an expected utility that is at least as large as the obtained approximate optimal objective value.}\]
\( v_{(j-1)M+i} = A^R_{ji} \cdot (xx^T) \forall j \in \{1, 2, \ldots, M\} \forall i \in \{1, 2, \ldots, m\}, \)

\( Q \succeq 0, \)

\( \inf_{F \in D} P_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \geq 1 - \eta, \)

\( x_i \in \{0, 1\} \forall i \in \{1, 2, \ldots, n\}, \)

where \( q, v \in \mathbb{R}^{mM}, \) and \( Q \in \mathbb{R}^{mM \times mM}, \) and with

\[
\mu := \begin{bmatrix} \mu_1 \\ \mu_2 \\ \vdots \\ \mu_M \end{bmatrix} \quad \text{and} \quad \Sigma = \begin{bmatrix} \Sigma_1 & 0_{m, m} & 0_{m, m} & \cdots & 0_{m, m} \\ 0_{m, m} & \Sigma_2 & 0_{m, m} & \cdots & 0_{m, m} \\ 0_{m, m} & 0_{m, m} & \Sigma_3 & \cdots & 0_{m, m} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0_{m, m} & 0_{m, m} & 0_{m, m} & \cdots & \Sigma_M \end{bmatrix}.
\]

Furthermore, this approximation is exact when \( u(\cdot) \) is linear, i.e. the attitude is risk neutral.

\textbf{Proof.} The proof follows lines as presented in section 3 given that the assumption of independence implies that \( \mathbb{E}_F[(\xi_i - \mu_i)(\xi_j - \mu_j)^T] = 0, \) hence that \( \mathbb{E}[(\xi - \mu)(\xi - \mu)^T] \preceq \Sigma. \) Here however, we relax the constraint that \( \tilde{F} \) satisfies the independence assumption per se when addressing the objective function since this cannot be handled through the theory of infinite dimensional linear programming. Problem (4.2) is therefore a conservative approximation of problem (4.1). This approximation is necessarily tight when \( u(\cdot) \) is linear since then the objective function (4.1a) reduces to

\[
\sum_{j=1}^M \sum_{i=1}^m A^R_{ji}(\mu_j). \quad \square
\]

Correspondingly, we have an SDP relaxation for this conservative approximation:

\[
\begin{align*}
(4.3a) \quad & \max_{x, t, q, v, X} t - \mu^T q - (\Sigma + \mu \mu^T) \cdot Q \\
(4.3b) \quad & \text{subject to } \begin{bmatrix} Q & \frac{X + qx}{2} \\ q^T + qx^T & b_k - t \end{bmatrix} \succeq 0 \forall k \in \{1, 2, \ldots, K\}, \\
(4.3c) \quad & v_{(j-1)M+i} = A^R_{ji} \cdot X \forall j \in \{1, 2, \ldots, M\} \forall i \in \{1, 2, \ldots, m\}, \\
(4.3d) \quad & (DRSKP - SDP) \quad Q \succeq 0, \\
(4.3e) \quad & \inf_{F \in D} P_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \geq 1 - \eta, \\
(4.3f) \quad & \begin{bmatrix} X & x \\ x^T & 1 \end{bmatrix} \succeq 0, \\
(4.3g) \quad & X_{i,i} = x_i \forall i, \quad X_{i,j} \geq 0 \forall i, j.
\end{align*}
\]

Apart from the constraint (4.3e), (DRSKP-SDP) is an SDP problem. Thus, in this section, we investigate the distributionally robust joint chance constraint. First of
all, we review two lower bounding (also referred to as “conservative”) approximations that have recently been proposed in the literature. We then introduce two novel approximations for lower bounding and upper bounding the value of (DRSKP-SDP) which will exploit the structure of the joint chance constraint under our independence assumption.

4.1. Bonferroni’s conservative bound. A popular approximation for joint chance-constrained problems is based on Bonferroni’s inequality, which decomposes the joint constraint into $M$ individual constraints. When

$$\sum_{j=1}^{M} \eta_j = \eta \quad \text{for any } F,$$

we have

$$\mathbb{P}_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \Rightarrow \mathbb{P}_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \geq 1 - \eta.$$

One can already obtain from this fact a trivial conservative approximation for the (DRSKP-SDP) problem.

**Theorem 4.4.** The (DRSKP-SDP) problem with constraint (4.3e) replaced with

$$\begin{bmatrix} 0_{m,m} & \Sigma_j^{1/2} z_j \\ z_j^{\Sigma_j^{1/2}} & 0 \end{bmatrix} \succeq \frac{\eta_j}{1-\eta_j} (\mu_j^T z_j - d_j) I \quad \forall j = 1, \ldots, M,$$

$$z_j = A_j^\tilde{w}_j^T x \quad \forall j = 1, \ldots, M,$$

where $z_j \in \mathbb{R}^m$ are additional auxiliary decision variables, is an SDP problem. The optimal solution of this SDP is feasible according to the original (DRSKP-SDP) and its optimal value provides a lower bound on the value of the original problem.

4.2. Zymler, Kuhn, and Rustem’s conservative bound. In [34], the authors address the distributionally robust chance constraint by introducing a scaling parameter $\alpha \in A = \{\alpha \in \mathbb{R}^M : \alpha > 0\}$ and reformulating it as a distributionally robust value-at-risk constraint. For any $\alpha \in A$

$$\inf_{F \in D} \mathbb{P}_F(\tilde{w}_j^T x \leq d_j, j = 1, \ldots, M) \geq 1 - \eta \quad \Leftrightarrow \quad \inf_{F \in D} \mathbb{P}_F\left(\max_j \{\alpha_j \tilde{w}_j^T x - d_j\} \leq 0\right) \geq 1 - \eta \quad \Leftrightarrow \quad \inf_{F \in D} \text{VaR}_{\eta_F}\left(\max_j \{\alpha_j (\tilde{w}_j^T x - d_j)\}\right) \leq 0.$$

The next step involves replacing the value-at-risk operator by an upper bounding conditional value-at-risk operation to make it both convex and tractable. For any $\alpha > 0$, this leads to the following conservative approximation of (DRSKP-SDP). We refer the reader to [34] for more details.

**Theorem 4.5.** Consider the (DRSKP-SDP) problem with constraint (4.3e) replaced by

$$\beta + \frac{1}{\eta} \begin{bmatrix} \Sigma + \mu^T \mu & \frac{1}{2} \mu \\ \frac{1}{2} \mu^T & 1 \end{bmatrix} \bullet M \leq 0,$$

$$M - \begin{bmatrix} 0_{mM, m} & \frac{1}{2} \alpha_j y_j \\ \frac{1}{2} \alpha_j y_j^T & -\alpha_j d_j - \beta \end{bmatrix} \succeq 0 \quad \forall j = 1, \ldots, M,$$

$$y_j = \begin{bmatrix} 0_{(j-1)m}^T \\ x^T A_j^\tilde{w}_j \end{bmatrix},$$

$$M \succeq 0,$$
where $\mathbf{0}_k$ and $\mathbf{0}_{k \times k}$ are, respectively, the vector in $\mathbb{R}^k$ and matrix in $\mathbb{R}^{k \times k}$ containing all zeros, $\beta \in \mathbb{R}$, $\mathbf{M} \in \mathbb{R}^{(Mm+1) \times (Mm+1)}$, and $\mathbf{y}_j \in \mathbb{R}^{mM}$ are auxiliary decision variables, which is an SDP problem for any $\alpha > 0$. The optimal solution of this SDP is feasible according to the original (DRSKP-SDP) and its optimal value provides a lower bound on the value of the original problem.

4.3. New bounds under independence assumption. Under Assumptions 3.2 and 4.2, one can actually show that the robust chance constraint (4.1b) is equivalent to

$$\prod_{j=1}^M \inf_{F \in \mathcal{D}(\mathbb{R}^m, \mu_j, \Sigma_j)} \mathbb{P}_F((\mathbf{A}_j \mathbf{w}_j \xi)^T \mathbf{x} \leq d_j) \geq 1 - \eta.$$  

This constraint is therefore satisfied if and only if there exists a vector $\mathbf{y} \in \mathbb{R}^M$ such that $\mathbf{y} \geq 0$, $\sum_{j=1}^M y_j = 1$ and

$$\inf_{F \in \mathcal{D}(\mathbb{R}^m, \mu_j, \Sigma_j)} \mathbb{P}_F((\mathbf{A}_j \mathbf{w}_j \xi)^T \mathbf{x} \leq d_j) \geq (1 - \eta)^{y_j} \forall j \in \{1, 2, \ldots, M\}.$$  

Thus, based on [5], problem (DRSKP-SDP) is equivalent to the following deterministic problem:

(4.4a) \hspace{1cm} \text{maximize} \hspace{1cm} t - \mu^T \mathbf{q} - (\Sigma + \mu \mu^T) \cdot \mathbf{Q} \\
(4.4b) \hspace{1cm} \text{subject to} \hspace{1cm} \begin{bmatrix} \mathbf{Q} & \frac{\mathbf{a} + \mathbf{q}^T \mathbf{v}}{2} \\ \frac{\mathbf{q}^T + \mathbf{a} \mathbf{v}}{2} & b_k - t \end{bmatrix} \succeq 0 \forall k = \{1, 2, \ldots, K\}, \\
(4.4c) \hspace{1cm} \mathbf{v}_{(j-1)\times M+i} = \mathbf{A}_j^R \cdot \mathbf{X} \forall j \in \{1, 2, \ldots, M\} \forall i \in \{1, 2, \ldots, m\}, \\
(4.4d) \hspace{1cm} \mathbf{Q} \succeq 0, \\
(4.4e) \hspace{1cm} \mu_j^T \mathbf{A}_j \mathbf{w}_j \mathbf{x} + \sqrt{\frac{p_j y_j}{1 - p_j y_j} \| \Sigma_j^{1/2} \mathbf{A}_j \mathbf{w}_j \mathbf{x} \|_2^2} \leq d_j, \\
(4.4f) \hspace{1cm} \sum_{j=1}^M y_j = 1, \hspace{1cm} y_j \geq 0, \\
(4.4g) \hspace{1cm} \begin{bmatrix} \mathbf{X} & \mathbf{x} \\ \mathbf{x}^T & 1 \end{bmatrix} \succeq 0, \\
(4.4h) \hspace{1cm} \mathbf{X}_{i,i} = x_i \forall i, \hspace{1cm} \mathbf{X}_{i,j} \geq 0 \forall i, j,$$

where $p = 1 - \eta$.

Remark 4.6. For the chance constraint (4.4e), if we take $y_j$ as fixed parameters and transform them into the equivalent SDP constraint, the dimension of the corresponding linear matrix inequality is $(m+1) \times (m+1)$, compared to an $(Mm+1) \times (Mm+1)$ linear matrix inequality in the bound based on Zymler, Kuhn, and Rustem [34].

4.3.1. Conservative bound through sequential approximations. When we consider the variables $y_j$, $j = 1, \ldots, M$, to be fixed, the problem (DRSKP-SDP) becomes an SDP problem. Thus we propose a sequential approximation method that iteratively adjusts the parameters $y$ and solves the obtained SDP until no further improvement is achieved.
Algorithm 1. Sequential Approximation Procedure.

- Initialization: Let \( y^1 \in R^M_+ \) be scaling parameters, i.e., \( \sum_{j=1}^M y^1(j) = 1 \), \( y^1 \geq 0 \). Set the iteration counter to \( t := 1 \).
- Update: Solve problem (4.4) with \( y \) fixed to \( y^t \) and let \( x^t \) and \( f^t \) denote an optimal solution and the optimal value, respectively. Let \( z_j = \frac{(d_j - \mu^T A^W_j x^t)^2}{(\|\Sigma^j\|^2/2 A^W_j x^t \|_2)^2} \) and \( \bar{y}_j = \log_{\frac{\bar{x}}{y^t+j}} \). Set \( y^{t+1} \leftarrow U(y; \bar{y}) \) for some

\[
U : \Delta^M \times [0,1]^M \rightarrow \Delta^M,
\]

where \( \Delta^M = \{ y \in R^M \mid y \geq 0 \& \sum_j y_j = 1 \} \) is the probability simplex, and “\( \times \)” is the Cartesian product.
- Stopping criterion: if \( f^t - f^{t-1} \) is small enough, stop and return \( x^t \), \( f^t \), and \( y^t \), otherwise, set \( t := t + 1 \) and go to the “Update” step.

Theorem 4.7. If the problem (DRSKP-SDP) is bounded and has a feasible solution for the initial values of \( y^t \), and given that \( U(y; \bar{y}) \geq \bar{y} \) for all \( y \geq \bar{y} \), then Algorithm 1 terminates in a finite number of steps and the returned value \( f^t \) is a lower bound for (DRSKP-SDP).

Proof. We first show that the sequence of values \( f^t \) produced by the algorithm is nondecreasing. To do so, we simply need to verify that the solution \( x^t \) obtained at iteration \( t \) remains feasible in problem (4.4) when changing the fixed variables \( y \) from \( y^t \) to \( y^{t+1} \). Indeed, we have that the function \( \sqrt[2]{\frac{\n^2}{1-p^2}} \) is decreasing on the interval \([0,1]\) and that \( \bar{y}_j \) captures the minimum amount that \( y_j \) should be to allow \( x^t \) to remain feasible with respect to the \( j \)th chance constraint. Since \( x^t \) is feasible, it must be that \( y^{t+1} \geq \bar{y} \), hence joint feasibility for all chance constraints is ensured by the condition that the update policy should then suggest a vector larger than \( \bar{y} \).

We then confirm that every value of \( f^t \) is a lower bound on the optimal value of problem (4.4) since by the definition of the update policy each term of the sequence of \( y^t \) is feasible according to this problem. Hence, given that the sequence is nondecreasing, and that it is bounded by the optimal value of problem (4.4) which is itself bounded, this implies that the sequence \( \{f^t\} \) will converge to a finite limit \( f^\infty \).

We are therefore guaranteed that for any fixed tolerance level \( \epsilon \), after a finite number of steps \( T \), the difference \( f_{T+1} - f_T \leq f^\infty - f_T \leq \epsilon \), hence the algorithm should have terminated.

In our implementation, we choose the following update policy:

\[
U(y; \bar{y}) = \bar{y} + \alpha (1 - (y - \bar{y})),
\]

where \( \alpha = \frac{\sum_j (y_j - \bar{y}_j)}{\sum_j (y_j - \bar{y}_j)} \). The reasoning behind this adjustment policy is that, under the current solution \( x^t \), it encourages giving more margin to the chance constraints that are the tightest at \( x^t \), effectively using \( y^t_j - \bar{y}_j \) as a measure of tightness. One can easily verify that it is indeed the case that this adjustment policy satisfies the required properties. First, if \( y \geq \bar{y} \) then one can easily show that both \( \alpha \) and \( 1 - (y - \bar{y}) \) are nonnegative and thus we have that \( U(y; \bar{y}) \geq \bar{y} \geq 0 \). Then, we can verify that

\[
1^T U(y; \bar{y}) = \sum_j \bar{y}_j + \alpha \sum_j (1 - (y_j - \bar{y}_j)) = \sum_j \bar{y}_j + \sum_j (y_j - \bar{y}_j) = 1.
\]

Since the vector generated through \( U(y; \bar{y}) \geq \bar{y} \) is nonnegative and sums to one, it necessarily lies on the probability simplex.
4.3.2. Upper bound through linearization. In order to estimate how conservative any of the above approximations are compared to the true solution of the (DRSKP-SDP), there is a need for a procedure that might provide an upper bound for the optimal value of the problem. In order to do so, we exploit the fact that the nonlinearity in constraint (4.4e) is due to the product of two special convex functions.

Lemma 4.8. Function \( f(y) = \sqrt{\frac{p^y}{1-p^y}} \) is convex and decreasing for \( y \in [0, 1] \) when \( p \in [0, 1] \). Hence, given any set of values \( \{y_l\}_{l=1}^{L} \) with each \( y_l \in [0, 1] \), then we have

\[
f(y) \geq \max_{l \in \{1, 2, \ldots, L\}} \hat{a}_l y + \hat{b}_l, \quad y \in [0, 1],
\]

where

\[
\hat{a}_l = \frac{\partial}{\partial y} \left( \sqrt{\frac{p^y}{1-p^y}} \right) \bigg|_{y=y_l} \quad \text{and} \quad \hat{b}_l = \sqrt{\frac{p^{y_l}}{1-p^{y_l}}} - \hat{a}_l y_l.
\]

Proof. Since \( \left( \sqrt{\frac{p^y}{1-p^y}} \right)' = \frac{\ln p \sqrt{p^y}}{2(1-p^y)^{3/2}} \leq 0 \), when \( y \in [0, 1], p \in [0, 1], \) we have that \( \sqrt{\frac{p^y}{1-p^y}} \) is decreasing. Furthermore, since \( \left( \sqrt{\frac{p^y}{1-p^y}} \right)'' = \frac{(2 \ln p) \sqrt{p^y}}{2(1-p^y)^{3/2}} \geq 0 \), when \( y \in [0, 1], p \in [0, 1], \) we confirm that \( f(y) \) is convex. Finally, given any \( y_l \in [0, 1] \), convexity ensures that for all \( y \in [0, 1] \),

\[
f(y) \geq f(y_l) + (y - y_l)f'(y_l) \Rightarrow f(y) \geq f'(y_l)y + f(y_l) - y_l f'(y_l) \Rightarrow f(y) \geq \hat{a}_l y + \hat{b}_l.
\]

This concludes our proof.

Figure 1 provides an illustration of this function for different values of \( p \). It also illustrates how this function can be lower bounded by a piecewise linear convex function which is tangent to the actual function at a finite number of points for any value of \( p \in [0, 1] \). To get an upper bound for the value of our problem, our scheme
approximates the function \( \sqrt{\frac{p^y_j}{1-p^y}} \) with a piecewise linear convex lower bounding function

\[
\hat{f}(y) = \max_{l \in \{1,2,\ldots,L\}} \hat{a}_l y + \hat{b}_l \approx \sqrt{\frac{p^y}{1-p^y}}
\]

and linearizes some quadratic terms that emerge after a series of algebraic manipulations. We obtain the following upper bounding SDP:

(4.5a)

\[
\text{maximize } t - \mu^T q - (\Sigma + \mu^T) \bullet Q
\]

(4.5b)

subject to

\[
\begin{bmatrix}
    Q & \frac{x+2y}{2} \\
    \frac{x+2y}{2} & b_k - t
\end{bmatrix} \succeq 0 \forall k \in \{1,2,\ldots,K\},
\]

(4.5c)

\[
v_{(j-1)M+i} = \hat{A}_{ji} \cdot X \forall j \in \{1,2,\ldots,M\} \forall i \in \{1,2,\ldots,n\},
\]

(4.5d)

\[
Q \succeq 0,
\]

(4.5e)

\[
\begin{bmatrix}
    0_{m,n} & \Sigma_j^{1/2} A_j \bar{w}_j^T z_j \\
    (\Sigma_j^{1/2} A_j \bar{w}_j^T z_j)^T & 0
\end{bmatrix} \succeq (\mu^T A_j \bar{w}_j^T x - d_j t_j) I \forall j \in \{1,2,\ldots,M\},
\]

(4.5f)

\[
z_j \geq \hat{a}_l \bar{x}_j + \hat{b}_l x \forall l \in \{1,2,\ldots,L\} \forall j \in \{1,2,\ldots,M\},
\]

(4.5g)

\[
\sum_{j=1}^M \bar{x}_j = x,
\]

(4.5h)

\[
0 \leq \bar{x}_j \leq x, \quad (y_j - 1)e_n + x \leq \bar{x}_j \leq y_j e_n \forall j \in \{1,2,\ldots,M\},
\]

(4.5i)

\[
\sum_{j=1}^M y_j = 1, \quad y_j \geq 0 \forall j \in \{1,2,\ldots,M\},
\]

(4.5j)

\[
\begin{bmatrix}
    X & x \\
    x^T & 1
\end{bmatrix} \succeq 0,
\]

(4.5k)

\[
X_{i,i} = x_i \forall i \quad X_{i,j} \geq 0 \forall i,j,
\]

where \( z_j \in \mathbb{R}^n \), \( \bar{x}_j \in \mathbb{R}^n \), and \( e_n \) is the vector in \( \mathbb{R}^n \) containing all ones.

**Theorem 4.9.** The optimal value of (4.5) is an upper bound for the optimal value of (DRSKP-SDP).

**Proof.** The main idea of the proof relies on applying the theory presented in [8]. We focus on the constraint (4.4e). We can first show that

\[
\left\{ x \in \mathbb{R}^n \mid \mu^T A_j \bar{w}_j x + \sqrt{\frac{p^y_j}{1-p^y}} \| \Sigma_j^{1/2} A_j \bar{w}_j^T x \|_2 \leq d_j, j = 1, \ldots, M \right\}
\]

is equivalent to

\[
\left\{ x : \mu^T A_j \bar{w}_j x + \| \Sigma_j^{1/2} A_j \bar{w}_j^T \left( \sqrt{\frac{p^y_j}{1-p^y}} x \right) \|_2 \leq d_j, j = 1, \ldots, M \right\},
\]
Let \( z_j = f(y_j)x \) and \( \bar{x}_j = y_jx \), then by Lemma 4.8 we have

\[
z_j \geq \hat{f}(y)x \geq \hat{a}_l y_j x + \hat{b}_l \forall \ l \Rightarrow z_j \geq \hat{a}_l \bar{x}_j + \hat{b}_l x, \forall \ l,
\]

since \( x \) is nonnegative and

\[
\sqrt{\frac{p}{1 - p}} \geq \hat{f}(y) = \max_{l \in \{1, 2, \ldots, L\}} \hat{a}_l y + \hat{b}_l, \quad y \in [0, 1].
\]

Constraints (4.5f) and (4.5g) follow directly. Since \( \bar{x}_j = y_jx \) and since constraint (4.5j) holds, constraint (4.5h) must be satisfied. Finally we drop constraint \( z_j = f(y_j)x \) and relax \( \bar{x}_j = y_jx \) through constraint (4.5i). This leads to problem (4.5) and concludes this proof.

5. Numerical results. In this section, we evaluate numerically the performance of our proposed methods. On one hand, we compare the different schemes that have been presented in section 4 to bound the (DRSKP-SDP) problem. We later illustrate how the solution from our proposed distributionally robust approach can protect against distribution ambiguity as opposed to solutions obtained through a stochastic programming approach. All the considered models were solved using Sedumi 1.3 [29] and CVX [13, 14] with their default parameters on an Intel Core 2 Duo @ 2.26 GHz with 4.0 GB RAM.

5.1. Numerical evaluation of (DRSKP-SDP) bounds. We focus on the SDP relaxation of the multidimensional knapsack problems, referred to as DRSKP-SDP in section 4. We compare the bound obtained using our sequential approximation approach, denoted by \( \mathcal{V}_I \) to the bounds that are based on Bonferroni’s inequality and on the work by Zymler, Kuhn, and Rustem denoted by \( \mathcal{V}_B \) and \( \mathcal{V}_Z \), respectively. As all these bounds are lower bounds for (DRSKP-SDP), we compare their value with the proposed upper bound based on linearization, denoted by \( \mathcal{V}_U \). In order to have a better idea of the quality of the fractional solution obtained from the (DRSKP-SDP) problem we apply a randomized rounding procedure to generate a feasible solution to the distributionally robust knapsack problem. The value of this rounded solution, denoted by \( \mathcal{V}_R \) provides a lower bound for this problem.

We perform our tests on two different instance sizes characterized by the following parameters: number of items \( n = \{10, 20\} \), the number of random variables \( m = \{5, 6\} \), and number of joint chance constraints \( M = \{4, 5\} \). For the sake of simplicity, we set the utility function \( u(y) = y \) and the matrix \( R \) is deterministic and generated by the MATLAB function “gallery(’randcorr’,n)*10”. The probabilistic capacity constraints are generated with vector means \( \mu_j \) drawn from the uniform distribution on \([5, 10]\), and the covariance matrix \( \Sigma_j \) generated by MATLAB function “gallery(’randcorr’,n)*2”. The capacity \( d_j \) is independently chosen from the \([200, 300]\) interval. The elements of \( \tilde{A}_j \) are uniformly generated on the interval \([0, 1]\). Moreover, we choose three tangent points \( z_1 = 0.01, z_2 = 0.1, \text{ and } z_3 = 0.4 \) for the piecewise tangent approximations.

Numerical results are given by Tables 1 and 2, where column one lists the values of \( \eta \). The columns from two to five present the optimal value of the sequential approximation, the Bonferroni approximation, the approximation by Zymler, Kuhn, and Rustem and the piecewise tangent approximation, respectively, while their corresponding CPU time is given by the columns from nine to twelve. Notice that the CPU time is given in seconds. Columns six to eight present the gap between the
upper-bound approximation, the tangent approximation, and the three lower-bound approximations, i.e., the sequential approximation, the Bonferroni approximation, and the approximation by Zymler, Kuhn, and Rustem, respectively. The optimal value of the randomized rounding method is given in the last column.

From Tables 1 and 2, first of all, we can observe that the optimal values of all the four approximation methods, i.e., $V^I$, $V^Z$, $V^B$, and $V^U$, increase as $\eta$ increases, which is true because the joint chance constraint becomes less restrictive as $\eta$ increases. Second, based on the results of columns six and eight, the sequential approximation outperforms the Bonferroni approximation, as the largest gap for the sequential approximation is less than 0.40% while the smallest gap for the Bonferroni approximation is close to 18% for the two knapsack problems.\footnote{However, the Bonferroni approximation could be significantly improved using a sequential optimization method to select good $\eta$'s (see, for example, [31]).}

Admittedly, it takes more CPU time for the sequential approximation than for the Bonferroni approximation. Third, the sequential approximation outperforms the approximation by Zymler, Kuhn, and Rustem for two reasons: one is the gap of the sequential approximation is less than the one of the approximation by Zymler, Kuhn, and Rustem for all the instances. The second reason is that the approximation by Zymler, Kuhn, and Rustem takes much more CPU time than the sequential approximation. Especially for the instances of the second knapsack problem, the most CPU time that the sequential consumed is less than 20 seconds, but the greatest CPU time is more than 5 hours for the approximation by Zymler, Kuhn, and Rustem. In addition, column six of

### Table 1

Computational results of (DRSKP-SDP) when $n = 10$, $m = 5$, $M = 4$.

<table>
<thead>
<tr>
<th>$\eta$ (%)</th>
<th>$V^I$</th>
<th>$V^Z$</th>
<th>$V^B$</th>
<th>$V^U$</th>
<th>$V^U-V^I$</th>
<th>$V^U-V^Z$</th>
<th>$V^U-V^B$</th>
<th>$CPU^I$</th>
<th>$CPU^Z$</th>
<th>$CPU^B$</th>
<th>$CPU^U$</th>
<th>$V^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>2%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>3%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>4%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>5%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>6%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>7%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>8%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>9%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>10%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
</tbody>
</table>

### Table 2

Computational results of (DRSKP-SDP) when $n = 20$, $m = 6$, $M = 5$.

<table>
<thead>
<tr>
<th>$\eta$ (%)</th>
<th>$V^I$</th>
<th>$V^Z$</th>
<th>$V^B$</th>
<th>$V^U$</th>
<th>$V^U-V^I$</th>
<th>$V^U-V^Z$</th>
<th>$V^U-V^B$</th>
<th>$CPU^I$</th>
<th>$CPU^Z$</th>
<th>$CPU^B$</th>
<th>$CPU^U$</th>
<th>$V^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>2%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>3%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>4%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>5%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>6%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>7%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>8%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>9%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
<tr>
<td>10%</td>
<td>54.78</td>
<td>54.74</td>
<td>54.94</td>
<td>54.76</td>
<td>0.29</td>
<td>0.37</td>
<td>26.47</td>
<td>46.65</td>
<td>46.67</td>
<td>46.76</td>
<td>0.24</td>
<td>29.74%</td>
</tr>
</tbody>
</table>
Tables 1 and 2 show that the sequential approximation and the piecewise tangent approximation provide the competitive lower and upper bounds of \((\text{DRSKP-SDP})\), respectively, as shown by the small obtained gaps, i.e., less than 0.40\%. Finally, it is easy to see that the randomized rounding procedure as well as our upper bound lead to small gaps for \((\text{DRSKP-SDP})\).

### 5.2. Numerical evaluation of distributionally robust framework

In this section, we compare the solution of our proposed distributionally robust approach with the solution of a stochastic programming approach. We compare the expected reward (i.e. under a risk neutral attitude) and the chance constraint performance obtained for solutions to the knapsack problem with a single capacity constraint when the real distribution is wrongly handled by different distributions for the weights although each of them display similar statistics regarding first and second moments. In particular, we consider the following problem:

\[
\begin{align*}
\text{maximize} & \quad \mathbb{E}_F[\xi^T \mathbf{R}^T \mathbf{x}] \\
\text{subject to} & \quad P_F(\tilde{w}^T \mathbf{x} \leq d) \geq 1 - \eta, \\
& \quad 0 \leq x_i \leq 1 \quad \forall \, i \in \{1, 2, \ldots, n\},
\end{align*}
\]

where \(0 < \eta < 0.5\), the expression \(\xi^T \mathbf{R}^T \mathbf{x}\) captures a linear reward function, and \(F\) has a well-known mean and covariance matrix structure but could be either one of the following three distributions: a normal distribution, a uniform distribution over an ellipsoidal ball, or a log-normal distribution.

In the case where the distribution is normal with mean \(\mu\) and covariance matrix \(\Sigma\), it is well known that the model reduces to the following problem \([5]\)

\[
\begin{align*}
\text{maximize} & \quad \nu^T \mathbf{x} \\
\text{subject to} & \quad \mu^T \tilde{\mathbf{w}}^T \mathbf{x} + \Phi^{-1}(1 - \eta)\Sigma^{1/2} \tilde{\mathbf{w}}^T \mathbf{x} \leq d, \\
& \quad 0 \leq x_i \leq 1 \quad \forall \, i \in \{1, 2, \ldots, n\},
\end{align*}
\]

where \(\nu = \mathbf{A}^{\tilde{\mathbf{R}}} \mu\) and \(\Phi^{-1}(\cdot)\) is the inverse cumulative distribution function of the standard normal distribution.

When \(\xi\) is uniformly distributed over the ellipsoid support \(\tilde{\xi} = \{\xi | (\xi - \mu)^T \Sigma^{-1}(\xi - \mu) \leq n + 3\}\), then \(\mathbb{E}[(\xi - \mu)(\xi - \mu)^T] = \Sigma\) and the stochastic program is equivalent to the following problem

\[
\begin{align*}
\text{maximize} & \quad \nu^T \mathbf{x} \\
\text{subject to} & \quad \mu^T \tilde{\mathbf{w}}^T \mathbf{x} + \sqrt{(n + 3)(\Psi^{-1}(1 - 2\eta))} \Sigma^{1/2} \tilde{\mathbf{w}}^T \mathbf{x} \leq d, \\
& \quad 0 \leq x_i \leq 1 \quad \forall \, i \in \{1, 2, \ldots, n\},
\end{align*}
\]

where \(\Psi^{-1}(\cdot)\) is the inverse of the cumulative distribution of a beta\((1/2;n/2+1)\) probability density function.

In what follows, we compare the performances of the solutions from these two stochastic-programming-based approaches to the solutions obtained by solving the distributionally robust models \((3.3)\) and \((3.4)\). In the case of the first model, we assume that the real support is given by the uniform distribution, i.e. \(\tilde{\xi} = \{\xi | (\xi - \mu)^T \Sigma^{-1}(\xi - \mu) \leq n + 3\}\).
For the sake of comparing the robustness of the proposed solutions, we generate a random set of 1000 knapsack problem instances. For each instance, each term of the reward vector $\nu$ is generated uniformly from the interval $[0, 100]$, each term of the mean of $\xi$ is uniformly drawn on the interval $[5, 10]$, and $d$ is drawn on the interval $[20, 40]$. The terms of $\xi$ are set to be uncorrelated with a variance uniformly distributed over $[0, \mu_i^2/(n + 3)]$; this choice ensures that the weights are necessarily positive when it is assumed that the distribution is uniform over an ellipsoid with covariance matrix $\Sigma$. Finally, for the sake of simplicity the matrix $A^\infty$ is chosen to be the identity matrix.

In Table 3, we compare the average performance over 1000 problem instances for the solutions obtained through stochastic programming, where the distribution is assumed normal or uniform, and through distributionally robust optimization. We set $\eta = 0.01$, $n = 10$, and assume that the mean and the covariance matrix are known with and without support information. For each problem instance, expected reward is evaluated relative to the value achieved by the solution of the stochastic program with uniform distribution. For each of them, we also measure the relative amount of additional capacity that would be needed to satisfy the chance constraint under the three considered distributions. Note that while the normal and uniform distributions were uniquely defined based on the mean and covariance information, in the case of the log-normal distribution, we composed $\xi_i = 0.9\mu_i + \zeta$ with $\zeta_i \approx \ln N\left(\ln \left(\frac{\mu_i^2}{\sqrt{\mu_i^2 + \sigma_i^2}}\right), \ln \left(1 + \frac{\sigma_i^2}{\mu_i^2}\right)\right)$, where $\mu_i = 0.1\mu_i$. The resulting distribution satisfies the mean and covariance information with heavier tail in the direction of large weight values.

Based on Table 3, we can infer that the distributionally robust approach is a conservative approximation of the stochastic program as it is willing to invest on average between 6% and 23% of the expected reward to protect against fluctuation of the distribution in the chance constraint. This is valuable since it is clearly the case that a stochastic program that assumes the distribution is uniform does not provide any protection against the changes of the other distribution that are studied. On the other hand, assuming the distribution is normal does provide more protection for a relatively small loss in reward. Yet, both stochastic-programming-based solutions fail significantly when the distribution ends up having heavier tails, as portrayed by log-normal distribution. In the latter situation, we remark that only the most robust

Table 3

Comparison of average performance over 1000 problem instances, with $\eta = 0.01$ and $n = 10$, for solutions obtained through stochastic programming (with assumed normal and uniform distribution) and distributionally robust solutions (with assumed mean, covariance information, and potentially support information). For each problem instance, the expected reward is evaluated relative to the value achieved by the solution of the stochastic program with uniform distribution while we measure the relative amount of additional capacity needed to satisfy the chance constraint under three different distributions with the same mean and covariance matrix.

<table>
<thead>
<tr>
<th>Stochastic solutions</th>
<th>Robust solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative expected reward</td>
<td>$\mathcal{D}(\xi, \mu, \Sigma)$</td>
</tr>
<tr>
<td>$-0%$</td>
<td>$-1%$</td>
</tr>
<tr>
<td>$0%$</td>
<td>$0%$</td>
</tr>
<tr>
<td>$21%$</td>
<td>$0%$</td>
</tr>
<tr>
<td>$249%$</td>
<td>$225%$</td>
</tr>
</tbody>
</table>
approach still preserves the chance constraint requirement. The robust approach that assumes the ellipsoidal support might be thought of as a good compromise between stochastic and fully robust solutions. In particular, we see that the chance constraint is always satisfied for both uniform (as theory indicates) and normal distribution, while the capacity increase needed for the log-normal distribution appears reasonable.

6. Conclusions. In this paper, we studied a distributionally robust stochastic quadratic knapsack problem, where first and second moments, support, and independence information of the random variables are known. We prove that the single knapsack problem can be reformulated as an SDP after applying the SDP relaxation scheme to the binary constraints. Although this is not case for the multidimensional knapsack problem, it is still possible to efficiently approximate the relaxed version of the problem and obtain upper and lower bounds that appear numerically close to each other for a range of problem instances. Our numerical experiments also indicate that our proposed lower bounding approximation outperforms approximations that are based on Bonferroni’s inequality and the work by Zymler, Kuhn, and Rustem [34]. Finally, an extensive set of experiments were conducted to illustrate how the conservativeness of the robust solutions does pay off in terms of ensuring the chance constraint is satisfied (or nearly satisfied) under a wide range of distribution fluctuations. Moreover, our approach can be applied to a large number of stochastic optimization problems with binary variables.
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